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Abstract One differentiates proactive and reactive routing

protocols for ad-hoc network$roactive routing pro-
A new reactive strategy for multi-path routing in tocols constantly examine a network’s topology for
mobile ad-hoc networks is presented. Given a pair broken old and emerging new linkReactive routing
of communicating stations, we use the complete seprotocolslimit network-topology exploration to when
of minimal-length paths — a so-called corridor — be- and where user data is available for transportation.
tween the two. The potentially high number of paths Proactive routing protocols have the advantage that,
within a corridor is efficiently installed by virtue of when a new path is needed for communication, they
a new destination-discovery mechanism that is exclu-usually can provide one without delay. Reactive rout-
sively based on broadcast transmissions. Data streamsng protocols lose time as they search for a path in an
are split and distributed over an entire corridor to ex- on-demand manner. On the other hand, proactive rout-
ploit available network resources. ing protocols produce control traffic even in the ab-
sence of user-data traffic, whereas the overhead gener-
ated by reactive routing protocols scales with the num-
1 Introduction ber of active communication sessions. This way, reac-
tive routing protocols help to conserve power when no
Ad-hoc networks are wireless multi-hop networks communication is ongoing. We focus on reactive rout-
that are independent of any kind of infrastructure. ing protocols in this paper.
They are thus predestinated for spontaneous employ- A reactive routing protocol’s procedure of search-
ment wherever circumstances prohibit using conven-ing for a new path is calledestination discoveryA
tional communications means — be it at exhibitions, destination discovery typically comes in two phases.
at conferences, or during military engagements. InDuring the first phase, equest messag@&REQUEST)
ad-hoc networks, all stations cooperatively serve asis emitted by the searching station and flooded across
routers. The theory of ad-hoc networks has beenthe network. The RQUESTIdentifies a path from the
shaped over the recent years, and a large body of efsearching station to the requested destination when it
fort has since been dedicated to help ad-hoc networkgeaches the destination. The destination commences
become a realistic option. the second phase by sending back to the searching sta-
One could certainly anticipate email, Web brows- tion areply messagéREPLY) that contains the discov-
ing, file transfer, and other conventional Internet ap- ered path. Destination discoveries are responsible for
plications to be used in ad-hoc environments. Yet, reduced @s. They generate extra-ordinary bursts of
many people desire more complex technology like control traffic, which in turn heighten protocol latency
video conferencing or telephony. Such real-time ap- and occupy bandwidth that could otherwise be spent
plications bring about rigid requirements in terms on user-data traffic. Destination discoveries are thus
of maximum-delay, maximums-jitter, and minimum- an important issue with reactive routing protocols, and
bandwidth bounds the provision of which we aglial-  a primary protocol-design goal should be to repress as
ity of service(Qos). Qosis difficult to realize in ad-  many as possible.
hoc networks due to ceaseless topology changes and In many classic reactive routing protocols, a com-
the wireless medium’s sparse bandwidth. munication session between two stations exclusively

This work was supported in part by the German Federal Min- depends on a single path. When one link on this

istry of Education and ResearchNIBF) as part of the RonAir path breaks, the path is typically rendered unusable in
project (http://www.iponair.de/). its entirety and needs to be replaced by a new one.




Thesesingle-path routing protocolare little robust  respect to two well-known single-path routing proto-
to network-topology fluctuations and accordingly in- cols. Concluding remarks are made in secton

clined to recurrent destination discoveries. Further-

more, smgl_e—path routing protocols are subj_ect to lo- 2 Related Work

cal congestion when the full workload of multiple data

streams accumulates at a bottleneck router. In the prospect of higher robustness to network-
A more efficient routing approach is to maintain a topology changes and augmentedsrovision, sev-

set of multiple paths between the same end stationseral contributions towards multi-path routing in ad-hoc

Then, as the network topology changes, and an acnetworks have been made in recent research. Gerla et

tive path becomes unusable, backup paths are readily|. proposeSplit Multipath Routing{SMR), a reactive

athand. Datagram relay can thus continue without dis-multi-path routing protocol based on the well-known

ruption. Thesenulti-path routing protocolsilso allow  Dynamic Source Routing (§R) single-path routing

datagrams to be transported along different paths suckyrotocol [5]. SMR takes a short-delay path as a base
that traffic bottlenecks can be avoided. Moreover, traf- and computes a set of paths maximally router-disjoint

fic bottlenecks are likely to bpreventedvhen datais  from that base path.

dispersed across a wide network region. Router disjointness brings about two benefits. One
We observe three impediments to routing perfor- is higher robustness to network-topology changes. If
mance in existing reactive multi-path routing proto- the paths belonging to the same communication ses-
cols. First, many multi-path routing protocols uni- sion are mutually router-disjoint, a single station’s
cast a separateHRLY along each new path during movement cannot disrupt that session more than once
destination discovery. This mechanism is inherited (cf. section4.3.4. This limits the impact a network-
from single-path routing protocols and sparks exces-topology change may have and reduces the number of
sive control traffic when conveyed to multi-path rout- related datagrams losses.
ing protocols. In order to curb such control traffic, a  Increased bandwidth can be a second benefit of
widely applied approach is to limit the number of paths router disjointness. It accrues in wired or multi-
that can be acquired during one destination discov-channel wireless networks when datagrams are simul-
ery. Second, many multi-path routing protocols accepttaneously forwarded on several router-disjoint paths.
longer-than-optimal paths. Those paths are responin single-channel wireless networks, however, this is
sible for unnecessarily many datagram transmissionsgenerally not the case. First, there are two impor-
and squandered bandwidth. Furthermore, a path’s risktant bandwidth bottlenecks at the paths’ common end
to-failure increases substantially with its length. A points. Second, certain network constellations may
long path has hence a much shorter expected lifetimeprohibit independent datagram relay even at interme-
than a short one and implies an earlier destination re-diate routers. This is due to what Perlman et al. call
discovery. Third, many multi-path approaches require coupling[8]: Two paths are coupled when a station on
paths between a pair of communicating stations to beone path competes with a station on the other path for
router- or link-disjoint. Links on router-disjoint paths the same resources. In wired or multi-channel wire-
are independent such that a single station’s movemenfess networks, this is only the case when the two paths
cannot impact a communication session twice (cf. sec-intersect. In single-channel wireless networks, path
tion 4.3.4. However, ad-hoc networks are usually ge- coupling in addition occurs when routers on different
ographically dense such that router-disjoint paths arepaths are within radio range EE-802.11 networks,
difficult to find. Link disjointness comes as a relax- for instance, are single-channel, and interferences ac-
ation of router disjointness, yet fails to provide the de- cordingly curtail the asset of router disjointness. The

sired link independence. entanglement of paths is significant in dense ad-hoc
With this paper, we contribute a new reactive multi- networks. It limits the effect of traffic dissipation and
path routing strategy which we calbrridor routing. bandwidth exploitation, as few paths between com-

We start out with a discussion on existing multi-path mon end points can actually be regarded decoupled.
routing protocols in sectio?. Corridor routing de-  We henceforth ignore the potential for increased band-
viates from those approaches in key design principles.width of router-disjoint paths.

We explain the design characteristics and protocol pro- By using a short-delay path as a base patir $f-
cedures of corridor routing in sectidh In section4, fectively reduces destination-discovery latency. How-
we analyze the performance of corridor routing with ever, the latency reduction comes at the high price
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of potentially having longer-than-optimal paths, which 3.1 Design Characteristics

have a two-fold disadvantage: One is that the addi-

tional links lead to a higher number of datagram trans-

missions, consuming valuable bandwidth and increas- Corridor routing is a reactive approach: A corridor
ing the data’s delivery delay. Another disadvantage isis established only if a station actually wishes to send a
that a path’s risk-to-failure grows with its length. A datagram to another station to which no path is known.

long path is less stable than a short one and entails an Rather than a set of paths, a corridor ought to be
earlier destination rediscovery. regarded as a set of links. pathin the corridor is
The Ad-hoc On-demand Multi-path Distance Vec- a directed sequence of adjacent links from the corri-
tor (AomMDV) routing protocol extends the well-known dor connecting the two end stations. Corridor routing
Ad-hoc On-demand Distance Vector @Av) routing exclusively uses paths of minimum length. This way,
protocol by multi-path capabilities7/. AombvV in- no bandwidth is squandered by unnecessary datagram
herits the sequence-number mechanism frooD¥A transmissions. Moreover, since a short path is more
The original mechanism is slightly adjusted to fit the stable against network-topology changes than a long
multi-path concept. Like 8R, AOMDV uses paths of one, corridor routing requires less destination discov-
potentially suboptimal length. UnlikeM&k, AOMDV eries than would otherwise be required. Corridor rout-
replaces router disjointness by link disjointness. Link- ing uses the set o&ll minimum-length paths avail-
disjoint paths are easier to find than router-disjoint able between two communicating stations. In par-
ones. However, requiring paths to be link-disjoint has ticular, corridor routing does not restrict paths to be
no effect on robustness to network-topology changes.router- or link-disjoint. When a link on an active path
Instead, two link-disjoint paths may well cross at one fails, the functioning links on that path continue to be
or more routers. This calls into question whether link used as long as they can be weaved into a different
disjointness is a worthwhile restriction. minimume-length path. Corridor routing thus operates

When launching a new communication session, re-more economic than disjointness-oriented approaches,
active single-path routing protocols unicast gPRr ~ Which down a complete path upon a link break.

along the one path to be used for that sessior &nd Corridor routing maintains network-topology infor-
AowmbDvV take up this principle and unicast on€®Y  mation in a distributed manner: Given a destination,
alongeachof usually multiple paths to be used for the D, each router in the corridor ending Btkeeps a list
new session. This may lead to excessi&PR gen-  of next-hop neighbors to which datagrams addressed
erations if the number of available paths is high. To to D can be forwarded. For any particular datagram,
avoid such RpPLY storms, ¥R and AOMDV limitthe  the router selects a next-hop neighbor from the list
number of paths that can be established throughout ongased on a certain traffic-distribution algorithm. Since
destination discovery. This strategy obviously reducesall paths are of minimum length, routing loops do not
a multi-path routing protocol’s efficiency. occur.

3 Corridor Routing 3.2 Corridor Establishment

Driven by the improvement opportunities identified When a stationS, wishes to send a datagram to an-
in section2, we propose a new reactive multi-path other stationp, to which no path is knowrSinitiates
routing strategy, which we catlorridor routing. The 5 destination discovery fab. The potentially large
notion of a corridor illustrates the collection of paths nymber of paths within a corridor is efficiently set up
that form a communication session. odrridor be-  py 3 new destination-discovery concept. While reac-
tween a pair of communicating stations is the set of tjye single-path routing protocols in general as well as
links that belong to a minimum-length path connect- the multi-path routing protocols introduced in section
ing those stations. 2 generate a separate unicasPRy for each new path

In this section, we summarize the design character-during destination discovery, a corridor comes into be-
istics of corridor routing and explain the procedures ing much more economically by virtue @roadcast
for corridor establishment, datagram relay, and corri- REPLIES The REPLIESadhere to the shortest paths be-
dor teardown. tweenSandD.



3.2.1 REQUEST Phase

When generating a BQUEST, Sincludes in the mes-
sage its own anD’s addresses. TheEHRQUESThas a
hop-count fieldvhich is zeroed bys and incremented

by one after each hop the message takes. This way, th

hop count equals, at any time, the@®JESTs distance
from S.

A REQUESTIs flooded network-wide. A routek,
may thus receive RQUESTSpertaining to the same
destination discovery from different neighbobs.de-
termines its distance fro®as the minimum hop count
of all received RQUESTS The neighbors from which
X receives a RQUESTwith minimum hop count form
X’s set of upstream neighbors with regardxoX may

memorize its upstream neighbors if bidirectional cor-
ridors are desired. Otherwise, if unidirectional com-

munication is sufficientX does not need to keep its
upstream neighbors.

Initially, X's distance fromS is considered infin-
ity (e0). WheneverX receives a RQUESTgenerated
by S from another stationy, X verifies its current
distance estimation. If the incomingeRUESTs hop
count is smaller thaiX’s estimated distance fro® X
sets its distance frors to the hop count included in
the REQUEST. Furthermore, if bidirectional corridors
are desiredX deletes all entries from its list of up-
stream neighbors with regard &and include¥’ into
the now-empty listX propagates the RQUEST, if X is
a station different fronD. If the incoming REQUESTSs
hop count equalX’s estimated distance fror§, X
addsy to its list of upstream neighbors with regard to
Sif bidirectional corridors are desired. If the incom-
ing REQUESTs hop count is greater thaXis estimated
distance fronS, X silently discards the message.

By the time the RQUESTphase concludes, all sta-

thus equals the BrLY’s distance fronD at any time.

A REPLY is relayed along all minimum-length paths
betweenS andD. When an intermediate routex,
receives the RPLY from a neighbory, X can deter-
mine from the message’s fields both its distance from
E) as well as its supposed distance fr&mThe former
is directly given by the RPLY’'S hop count, whereas
the latter can be calculated by subtracting the hop
count from the posted corridor lengthX compares
its distance fromS estimated during the discovery’s
REQUESTphase with the supposed distance. If the es-
timated distance is greater than what the distance is
supposed to beg must silently discard the®pLy, be-
causeX does not lie on a shorteStD path and hence
not within theS-D corridor. If the estimated distance
equals the supposed distanée lies within the SD
corridor. In this caseX addsY to its list of down-
stream neighbors with regard B2 X propagates the
REQUESTIf X is a station different fron®. If X equals
S, Sshould directly start to send out datagrams targeted
to D, albeit further RPLIES are expected to come in
via different neighbors. Due to contingencies during
the destination discovery’'sEQUEST phase,D might
not have received aEQUESTover an actually shortest
SD path. X’s estimated distance frol@may then be
smaller than the supposed distance. IfX@roceeds
as if the two values were equal.

By the time the RPLY phase concludes, each router
on a minimum-lengtts-D path should have a list of
downstream neighbors with regard@and, if bidirec-
tional corridors are desired, a list of upstream neigh-
bors with regard toS. Timer mechanisms ought to
ensure that stations which do not lie on a shortest
SD path remove the information stored during the
REQUESTphase after appropriate time.

tions in the network should have an accurate estima-

tion of their distance frons.

3.2.2 RePLY Phase

Like any intermediate routel) determines its distance
from Sas the minimum hop count of multiple received
REQUESTS Hence, whelD receives the first RQUEST

of which the targeted destination it i) defers its
REPLY for a while during which additional RQUESTS
are expected to arrive. Whdh eventually generates
the REPLY, D includes in the message its own afg
address. In the BpLY’s corridor-length field, Dadver-
tises its estimated distance frddnFinally, the RepLY
has ahop-count fieldvhich is zeroed by and incre-

3.3 Datagram Relay

When a router wishes to relay a datagram, the router
selects one entry from its list of next-hop neighbors
with regard to the datagram’s destination and forwards
the datagram to the selected neighbor.

Several neighbor-selection algorithms are conceiv-
able. We use a simple round-robin scheme. This
method provides efficient and easy-to-implement traf-
fic distribution. More sophisticated algorithms may
take into account a neighbor's current workload.
While round robin attempts to spread datagrams over a
corridor in a well-balanced fashion, a workload-based
approach could cause datagrams circumvent traffic

mented by one after each transmission. The hop counbottlenecks and equilibrate network utilization.
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3.4 Corridor Teardown 4.1 Simulation Environment

The Ns-2 simulator models the physical character-

When a routerX, attempts to forward a datagram istics of wireless networks and provides support for
to a next-hop neighbol, it may turn out thaly has  simulating the medium-access-control A&) proto-
moved out ofX’s radio range such that the transmis- cols required in such networks. Moreoves-R allows
sion fails. In this caseX removesy fromall its lists of  for different station-movement and traffic patterns. In
next-hop neighbors in whicH shows up. If available, this section, we describe the scenario parameters that
X may further choose an alternative next-hop neighborapply to our simulations.
to which to try and forward the datagram that could not

be transmitted &' 4.1.1 Physical and Data-Link Model
WhenX desires to forward a datagram, Budoes
not know an appropriate next-hop neighbxrbroad-
casts an error report BROR). X includes in the EROR
the address of itself and the datagram’s destinafion,
The ERROR is targeted at all neighbors of which
maintain a list of next-hop neighbors with regard to
D that includesX. LetY be one of those neighbors.
WhenY receives the EROR Y removesX from its list
of next-hop neighbors with regard . If X is the
only record in that listy itself generates anHROR
Moreover, shouldr take an interest in a communica-
tion session withD, Y may choose to initiate a new
destination discovery fob. ERRORSare broadcasted
as they usually have multiple recipients.

At data-link level, we use theeEE-802.11 Distributed
Control Function ([ZF) [9]. Mobile stations are
equipped with single-channel radios with communi-
cation ranges of approximately 50 meters. Stations
within communication range share a nominal band-
width of 2 Mbps. CF applies physical carrier sense to
reduce the probability of transmission collisions. With
physical carrier sense, a station willing to send a data-
gram listens for other stations using the medium at that
time. If the medium is idle, the station may transmit.
If the medium is busy, the transmission is deferred,
and a randomized back-off reduces the likelihood that
two or more stations simultaneously attempt to use the
medium once it is idle again.

Physical carrier sense assumes that all stations can
hear each other. For various reasons, this is not always
4 Performance Evaluation the case §]. DcF hence offers an optional virtual-
carrier-sense protocol for unicast transmissions. With
virtual carrier sense, each unicast transmission is pre-
ceded by a brief message exchange between the sender
and the receiver to reserve the medium in both stations’
vicinities for the duration of the data transmission. We
use virtual carrier sense in our simulations.

Correct unicast-datagram reception is approved by
an acknowledgement to the sender. The sender con-
tinues to repeat transmitting the datagram for up to a
certain number of times until it receives an acknowl-
edgement. We use a maximum of seven retransmis-

We have implemented the concept of corridor rout-
ing and evaluated its performance with respect 8®D
and AoDvV using Ns-2 simulations 2]. We henceforth
refer to our implementation as tt@orridor Routing
Protocol (CRP). The overall goal of our studies has
been to identify @FPs, DSRs, and AODV’s capabilities
to provide @@sin the face of network-topology fluctu-
ations. In this paper, we focus on the employment of
real-time applications with special emphasis on voice

over IP (VoIP). Real-time applications in general are ~. ) . : :
( ) bp g sion attempts in our simulations. Lack of reception

characterized by high sensitivity to data delayolV .

. . . . o of an expected acknowledgement does not necessarily

in particular is a real-time application that produces a. :
) |{nply that the datagrams has not been correctly deliv-

steady data stream. It requires moderate but constan . D

bandwidth ered. It may likewise indicate an error to the acknow!-

edgement transmission.
We have examined ®P, DSR, and A0DV under a

wide range of conditions in order to arrive at the pre-
sented performance results. Sectibfh describes our
simulation environment. Sectioh2 summarizes the We have simulated a network of 50 mobile stations
performance metrics in terms of which we have evalu- moving about on a flat rectangular field. The roaming
ated the protocols. Sectigh3 analyzes the measure- area is 300 meters long and 60 meters wide. The sta-
ments obtained from the simulations. tions form a single network partition at all times. Their

4.1.2 Network Topology and Movement Model



movement behavior adheres to tReandom Waypoint 4.2 Performance Metrics

model[4]: At the beginning of a simulation, each sta-

tion chooses a position on the movement field where it We have evaluatedr@®s performance with respect
starts its journey. There, the station pauses for a while 10 DSRand AoDv in terms of the following five met-

When the pause time elapses, the station chooses HCS-

new location and a movement speed with which to ap-

proach that location. The station moves on a straight ® Datagram-delivery ratio: The number of

line. Upon arrival, the station pauses again, and the  application-generated datagrams which the rout-
procedure repeats itself. ing protocol successfully and timely delivers to

the addressee divided by the total number of

The movement-area positions are determined by application-generated datagrams

randomly and uniformly selectingandy coordinates

from the available dimensions. The speed and pause o Datagram-delivery delay:The time period dur-

time are also randomly and uniformly chosen. We use ing which a datagram is being relayed through the
average speeds of 2, 3, 4, 5, 6, and 7 m/s with pause-  network.

time averages of 150, 125, 100, 75, 50, and 25 seconds,

respectively. These movement parameters are primar- e Buffer-overflow ratio:  The number of

ily intended to reflect people’s behavior when walking application-generated datagrams lost at a router
on foot at exhibitions or conferences. In particular, the without sufficient buffering capacity divided
chosen speeds embrace a range one would consider by the total number of application-generated
moderate to hasty strolling speeds. The pause times  datagrams.

are supposed to accommodate the behavior of exhi- . . . o
bition visitors stopping by at one booth or other, or Routing-failure ratio: The number of application-

conference attendees getting involved in a short con- ~ 9enerated datagrams lost because of routing fail-
versation with colleagues. ures divided by the total number of application-

generated datagrams.

¢ Destination-discovery frequency¥he number of
destination discoveries pursued throughout the
4.1.3 Traffic Model course of one 60-seconds communication ses-
sion.

We have conducted simulations with offered work-
loads of 1, 2, 3, 4, 5, and 6 parallel communication  The forthcoming discussion is based on the arith-
sessions. With regard to the character adl¥ ap- metic means of the three routing protocols’ datagram-
plications, each session is realized by a bidirectionaldelivery ratios, buffer-overflow ratios, routing-failure
constant-bit-rate connection of 60 seconds length.ratios, and destination-discovery frequencies, as well
Both the originator and the callee produce a net datads the 98 percentiles of their datagram-delivery de-
rate of 12.2 kbps. The net data rate may, for exam-lays. The arithmetic means are depicted along with
ple, be generated by anMR speech codec without their 95%-confidence intervals.

voice-activity detector (D) [1]. Data streams are
segmented into datagrams of 193 bytes issued at a rat
of 10 pps. Each datagram includes 40 bytes ©b,R
UbpP, and P headers.

é.s Simulation Results

In this section, we analyze the results obtained from
the simulations described in sectidri and deduce the
We found that randomly distributing communica- performance of @p, DSR, and AoDV using the five
tion sessions over the available simulation time re- metrics defined in sectiofh 2
sulted in very irregular network traffic with uninten-
tional peaks and lows. In o_rder to pro_vide a basis for 43.1 Datagram-Delivery Ratio
a more transparent analysis, we decided to homoge-
nize the workload. In particular, we keep the number A routing protocol’s overall performance can be de-
of simultaneous communication sessions constant byscribed in terms of its datagram-delivery ratio. The
launching a new session whenever an old one is termi-datagram-delivery ratio is the fraction of those data-
nated. grams generated by the sending applications that



can be turned to account by the receiving applica- Figure 1 shows ®Ps, DSRs, and AODV's mean
tion. What determines a datagram’s appropriatenesslatagram-delivery ratios as a function of the number of
is highly application-specific. Oftentimes, a datagram parallel communication sessions. Stations move at an
being usable is equated with a datagram being deliv-average velocity of 2 m/s. We observe th&r@s more
ered to the addressee. This definition is adequate testable than BR and A0oDV to an increase in offered
ordinary applications like email, Web browsing, or file workload: GRP's datagram-delivery ratio remains con-
transfer, for which buffer overflows or routing fail- stant with one, two, and three parallel communication
ures are the only causes for datagram loss. How-sessions and decreases to an only negligible degree
ever, delay-sensitive real-time applications in addi- with four. The decrease accelerates as the number of
tion do not accept datagrams older than a certain ageparallel sessions grows further.sRreacts similar to
Since we concentrate onoW in this paper, we re- CRPin that its datagram-delivery ratio is almost stable
define the datagram-delivery ratio to be the fraction when traffic is low, but shrinks faster as more com-
of all application-generated datagrams which the rout-munication sessions join. @oVv’'s datagram-delivery

ing protocol successfullgnd timelydelivers to the ad-  ratio appears to be rather linearly dependent on the
dressee. number of parallel communication session, shrinking
by about 6 percent for each additional one. The dif-

ITU experiments show that significant degradations ) o
ferent tendencies are caused by the protocols’ individ-

in conversation quality are perceived if the time lag _ :
between speech recording and playback exceeds ZSHal datagram-dellyery delays-(cf. sectidr8.9 and
ms [3]. The time lag is caused by speech-data Com_buffer-overfl'ow ratios (cf. sectiod.3.3.

pression, datagram assembly, the datagram’s propa- We explain the performance lead okeas follows:

gation through the network, and speech-data decom<Corridor routing distributes data streams over multi-

pression. With a datagram-sending rate of 10 pps (Cf_ple paths. This allows for higher bandwidth exploita-
section4.1.3, assembling a datagram takes 100 ms. tion and reduces the probability of traffic bottlenecks.

We reserve an additional 50 ms for speech-data Com_Shou_ld a Iinkfailu_re pr traffic bottleneck occur, it_s im-_

pression and decompression at the communication end@ct is generally limited as few datagrams take identi-
sides. In order not to exceed a total time lag of 250 ms, ¢@! Paths.
datagram-delivery delay should not go beyond 250 ms

- 100 ms - 50 ms = 100 ms. At routing level, we hence 100

consider stale and discard all datagrams older than 100

ms.
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Figure2 shows the three protocols’ mean datagram-
Figure 1. Datagram-delivery ratios as a function of the delivery ratios as a function of the average station ve-
number of parallel communication sessions. locity. The number of parallel communication sessions

is now fixed at four. Again, €P proves to be most



robust to unfavorable circumstances. Its datagram-
delivery ratio is well above BRs and Aopv’'s. We
observe that BRs performance deteriorates as station
velocities exceed 4 m/s. This is becaussrDelies

on cached routing information, which oftentimes is in-
valid in high-mobility scenarios. With RP, routing
paths are constantly in use such that link failures can
be detected early.

4.3.2 Datagram-Delivery Delay

The importance of timely data delivery in the context
of delay-sensitive real-time applications motivates tak-
ing a look at ®Ps, DsRs, and AoDv's datagram-

delivery delays. A datagram’s delivery delay is the
time period between the originating station emits the

datagram’s first bit and the addressee receives the data-

gram’s last bit. We analyze the routing protocols’
datagram-delivery delays with respect to the offered
workload and station mobility. Figureésand4 show
the respective measurements in terms of thelt pér-
centiles. An average strolling speed of 2 m/s is used
in the former case, a constant offered workload of four
parallel communication sessions in the latter.
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Figure 3. Datagram-delivery delays (90 th percentiles) as
a function of the number of parallel communication ses-

sions.

We observe from figure8 and 4 that DsRs and
AoDV’s datagram-delivery delays are multiples of
CRP's regardless of offered workload or station veloc-
ity. Evidently, DsrR and AODV need, on average, sub-
stantially more time to deliver a datagram tharrC
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Figure 4. Datagram-delivery delays (90 percentiles) as

a function of the average station velocity.

does. The celerity gap widenes with increasing work-
load. Furthermore, BR and AoDV react rather sensi-
tive to an increase in station velocities, wherea&r C
works fine at any of the examined mobility levels.

According to the Tu experiments cited in section
4.3.1, speech-transmission times should not exceed
250 ms B]. Hence, datagram-delivery delays should
not go beyond 100 ms. According to this guideline,
Aobv allows for up to only three parallel communica-
tion sessions. BR performs better and manages four
simultaneous sessions. WitlRE; quality degradations
are perceived only beyond five parallel communication
sessions. Rp also works fine at any of the examined
mobility levels, whereas Er and AODV react rather
sensitive to an increase in station velocities. In par-
ticular, DsR suffers from cached routing information
invalidated by frequent network-topology changes, the
futile application of which is responsible for prolonged
datagram-delivery delays.

Corridor routing tackles the issue of high datagram-
propagation delay from two directions. First, the dis-
tribution of user-data traffic lowers the probability of
traffic bottlenecks and curtails the associated delay.
Second, protocol-control traffic is reduced when a bro-
ken path can be substituted by an available backup path
without pursuing a new destination discovery.



4.3.3 Buffer-Overflow Ratio and the medium becomes occupied to capacity in all
parts of the network.

Buffer overflows are the result of local traffic peaks. . . . .
P Figure5 evidences a strong sensitivity to high work-

They occur when a router cannot handle the work- . .
y load of all three routing protocols. The reason is

load it is confronted with. Such workload may orig- that part of the routers is overwhelmed with the ac-

inate from locally accumulating user-data traffic or L .
.. cumulated data volume of multiple intersecting rout-
from protocol-control messages caused by destination

discoveries. The buffer-overflow ratio thus provides Ing paths when the number of ongoing communication

: . .. . . sessions is high. The narrow, oblong shape of the sta-
a means to determine a routing protocol’s inclination .~} .
) . . . tion’s movement area further encourages the formation
towards, or its capability to avoid, local congestion.

. of traffic bottlenecks. When a station transmits, its 50-
Since all datagrams affected by buffer overflows are : ) .
o . meters radio range may cover an entire slice of the area
lost, the buffer-overflow ratio is an important deter-

) . . . such that all cross traffic is blockedR€and DsR ex-
minant of a routing protocol’'s datagram-delivery ra-

tio. Figure5 shows the mean buffer-overflow ratios of clusively use routing paths of_mlnlmum I_ength. They
. thus keep the number of required transmissions as low
CRP, DsR, and Aopv as a function of the nhumber of . o . .
as possible and mitigate the issue of contentioDD¥A

parallel communication sessions. Stations move at 2 )
does not have this property.
m/s on average.
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Figure 5. Buffer-overflow ratios as a function of the num- Figure 6. Buffer-overflow ratios as a function of the aver-

ber of parallel communication sessions. age station velocity.

DsR and AoDv are single-path protocols. The Figure6 plots the protocols’ mean buffer-overflow
buffering capacity available to a communication ses- ratios as a function of the average station velocity. The
sion is thus limited to what the routers on one path canworkload is fixed at four parallel communication ses-
provide. RP performs better than R and A0ODV be- sions. It is conspicuous thatodv's ratio shrinks as
cause it distributes each user-data stream into multiplethe mobility increases. The reason is thaiv im-
paths and exploits the accumulated buffering capac-mediately drops a datagram when the datagram can-
ity of an accordingly higher number of routers. Fig- not be forwarded because of a link failure. If stations
ure5 provides insight into how efficient the workload move fast, and the network topology changes swiftly,
distribution of corridor routing is. With low to mod- frequent link failures cause a large quantity of data-
erate traffic, splitting data streams exploits the band-grams to be abandoned. Obviously, buffering capacity
width and buffering capacity in network regions where is spared whenever a datagram is thrown away. In con-
routers would otherwise be idle. Buffer overflows are trast, DsR seeks to salvage each datagram that cannot
thus highly exceptional with RPat these traffic levels.  be routed along the primary path by using a cached al-
Workload distribution looses impact as traffic grows ternative. Though it may eventually turn out that the
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cached path does no longer exist, the datagram wait-
ing to be salvaged potentially occupies valuable buffer
space.

4.3.4 Routing-Failure Ratio

The routing-failure ratio is another determinant of a
routing protocol’'s datagram-delivery ratio besides the
buffer-overflow ratio. A routing failure is the event
in which a datagram is lost because of a broken link.
Link breaks, in turn, are the result of network-topology
changes. Obviously, when a single station moves, all
links adjacent to that station are subject to breakage.
We call the set of links that share a common end station 2 3 a4 5 8§ 7
dependentFigure7 shows an example scenario with Station velocity [m/s]

two dependent linksA-E andB-E. Both of them fail

as statiorE moves. Link dependencies may be more

complex invoIving an arbitrary number of links. Figure 8. Routing-failure ratios with a single communica-
tion session as a function of the average station velocity.

Parallel communication sessions: 1

Routing-failure ratio [%]

o

link dependencies have on paths belonging to the same
1o = communication session, we limit network traffic to a
5 %_> single session here. As expected, the percentage of

routing failures is higher in Rpthan it is in DsrRand
Aobv. The discrepancy increases with station mobil-

ity.

Figure 7. Corridor between stations Sand D. Router E 4.3.5 Destination-Discovery Frequency

moves out of A's and B's radio range and causes two L . L . .
9 A destination discovery indicates a state in which a

reactive routing protocol defers datagram transporta-
tion for the purpose of acquiring the necessary rout-

In single-path routing protocols, a station’s move- ing information. The deferral entails substantial de-
ment may break several dependent links on paths belay to those datagrams waiting for the destination
longing to different communication sessions. In multi- discovery to conclude. Beyond this, the destination
path routing protocols, a station’s movement may in discovery becomes perceptible as a burst of high-
addition break dependent links on paths belongingpriority protocol-control messages, which can crowd
to the same session if no countermeasures are takeraut normal-priority application-generated datagrams.
Some multi-path routing protocols exclude link de- Overall, destination discoveries are responsible for in-
pendencies on paths belonging to the same commuscreased datagram-delivery delays and more numerous
nication session by requiring those paths to be router-buffer overflows.
disjoint (cf. sectior). With corridor routing, paths do Figure 9 plots (RPs, DsSRs, and AODV's mean
not need to be disjoint even if they belong to the samenumber of destination discoveries per 60-seconds
session. On one hand, this approach allows to flexiblycommunication session as a function of the number
respond to link failures as described in secttoh On of parallel sessions. We use an average station veloc-
the other hand, link dependencies may lead to an in-ity of 2 m/s. Unsurprisingly, the measurements indi-
creased number of routing failures and lost datagramscate that there is no correlation between the number of

Figure 8 shows the mean routing-failure ratio of ongoing communication sessions and the destination-
CRrP, DsSR, and AoDvV as a function of the average sta- discovery frequency of any single session. We rather
tion velocity. In order to accentuate the impact that observe constant numbers of destination discoveries

related link failures.
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Figure 9. Destination-discovery frequencies as a function Figure 10. Destination-discovery frequencies as a func-
of the number of parallel communication sessions. tion of the average station velocity.

for all routing protocols with @pP requiring less than Corridor routing uses broadcaseR.IES in order
Dsrand Aopv at all traffic levels. to obtain a multi-path communication session. A

Figurelo shows the number of destination discov- broadcast BPLY transmission allows to efﬁCientIy
eries per communication session as a function of theset up multiple links on different paths in parallel.
average station velocity. We use a constant offeredThe drawback of broadcastERLIESIs that they can-
workload of four parallel communication sessions. Not be acknowledged at data-link layer. The in-
H|gh m0b|||ty encourages frequent network_topo|ogy Security of broadcast EPLIES exceeds the insecu-
changes and accelerates the breakage of active linkdity of broadcast RQUESTS because network-wide
In general, this substantially increases a routing pro-REQUEST flooding generates more redundant mes-
tocol's destination-discovery frequency. According to sages — and is hence more robust to collisions —
figure 10, however, the issue does not become ob-than corridor-confined EpLY propagation. Indeed,
vious in DsrR While CrRPs and AoDV's destination- ~ When testing an early version of ourRe imple-
discovery counts grow with station velocity,SBs mentation, we found that frequent collisions during
lessens slightly. The reason is that high mobility actu- destination discovery’s EpLY phase led to an un-
ates BRs path-caching mechanism inasmuch as sta-€xpectedly high number of destination-discovety
tions browse a |arge area and get to know the net_temptS,WhiCh contrasted with a much lower number
work’s topology in many different places. Yet, the ex- Of destination-discoverynitiatives. We thus imple-
pected lifetime of routing paths is short in networks mented an implicit-acknowledgement mechanism in
with fast topology fluctuations. Since many cache en- order to curb the impact of Ly collisions: When a
tries are unused for a long time, they are stale with highstation,X, broadcasts a Ly, X listens whether one
likelihood when they are eventually retrieved from the ©f its neighbors propagates the message. If no propa-
cache. This means that many attempts to replace a@ation seems to appeat, transmits the BPLY anew.
unusable path by a cached alternative fail. As a mat-"We used this mechanism in all simulations presented
ter of fact, with increasing mobility, BRs datagram-  in this paper.
delivery ratio declines fastest amongst the observed A drawback of implicit acknowledgements is that
protocols, because valuable resources are spent in vaithey trigger unnecessary message retransmissions in
when multiple successively chosen backup paths arédwo cases. First, a router may erroneously expect a
defunct (cf. figure2). A strong increase in RS message’s propagation although none of its neighbors
datagram-delivery delays underlines this observationis authorized to forward that message. Second, the
(cf. figure4). router fails to hear a propagation, which indeed takes
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place, due to radio interferences. ber of routing failures which is brought about by
In principle, implicit acknowledgements can sus- link dependencies between non-disjoint routing paths.
tain a destination discovery’s EQUEST phase as Even regionally confined station movements may lead
well. Since REQUESTSare much more numerous than to related routing failures on multiple paths that use
REPLIES however, their potential for needless retrans- the same link or cross at a common router. However,
missions is much higher, too. This may result in a no- we find that QP outperforms BrRand AODV with re-
table impact on protocol performance. Moreover, the spect to the ratio of datagrams being successfully and
REQUESTphase is anyway more stable than trePRr timely delivered. Apparently, RF's increased robust-
phase due to the higher redundancy. We hence limitness to mobility and efficient exploitation of network

implicit acknowledgements to theERLY phase. resources outweighs a higher number of routing fail-
ures.
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