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Abstract

Security is a common problem in completely decentral-
ized peer-to-peer systems. Although several suggestions ex-
ist on how to create a secure key-based routing protocol,
a practicable approach is still unattended. In this paper
we introduce a secure key-based routing protocol based on
Kademlia that has a high resilience against common attacks
by using parallel lookups over multiple disjoint paths, lim-
iting free nodeId generation with crypto puzzles and intro-
ducing a reliable sibling broadcast. The latter is needed to
store data in a safe replicated way. We evaluate the security
of our proposed extensions to the Kademlia protocol ana-
lytically and simulate the effects of multiple disjoint paths
on lookup success under the influence of adversarial nodes.

1. Introduction

For a long time structured peer-to-peer networks like
Chord [18] or Pastry [14] have only raised interest in the
research community but were not largely used in real net-
works. Nowadays the situation in the Internet has changed
significantly with the success of distributed filesharing ap-
plications. But also the emerging area of Massively Multi-
player Online Games has raised interest in using structured
peer-to-peer networks to build scalable storage and commu-
nication services.

A major problem of completely decentralized peer-to-
peer systems are security issues. Several common attacks
against structured peer-to-peer networks have been identi-
fied [3, 16, 17]. Although many suggestions exist how to
deal with such attacks in theory, there has been little work
on building a practicable secure peer-to-peer network.

All widely deployed structured overlay networks used
in the Internet today (i.e. BitTorrent, OverNet and eMule)
are based on the Kademlia [11] protocol and are vulnerable
to several attacks [5]. In this paper we analyze attacks on

Kademlia networks and propose several practicable coun-
termeasures.

The rest of this paper is organized as follows: In section
2 we provide some background on structured peer-to-peer
networks and give an introduction to the Kademlia proto-
col. In section 3 we present an overview of common attacks
against Kademlia. The detailed design of our security ex-
tensions to Kademlia is described in section 4. In section
5 we evaluate our design by simulation. Finally, section 6
covers related work and section 7 concludes.

2 Background

In this section we provide some background on struc-
tured peer-to-peer systems and describe some properties of
the Kademlia protocol. A common service which is pro-
vided by all structured peer-to-peer networks is the key-
based routing layer (KBR) [6]. This layer provides efficient
routing to identifiers called keys from a large identifier space
(typically n-bit integers modulo 2n with n = 128 or 160).
Every participating node in the overlay chooses a unique
nodeId from the same id space and maintains a routing table
with nodeIds and IP addresses of neighbors in the overlay
topology. Depending on the overlay protocol the topology
resembles a ring, hypercube or de Bruijn graph. Every node
is responsible for a particular range of the identifier space,
usually for all keys close to its nodeId in the id space. In
this way KBR can be used to efficiently route a message to
an arbitrary key by successively forwarding the message to
overlay neighbors which have a nodeId closer to the desti-
nation key. This KBR layer can be used as building block
for more complex tasks like a distributed storage service.

Although structured peer-to-peer systems like Chord,
Pastry or Kademlia provide a similar KBR service, they dif-
fer in properties like routing table size and average lookup
path length. In the following we focus on the Kademlia [11]
protocol, because it is already insusceptible to several com-
mon attacks and at the same time simple to implement.



Figure 1. Routing table in Kademlia for a node
with a nodeId prefix of 0011

2.1. Kademlia

Kademlia [11] is a structured peer-to-peer system which
has several advantages compared to protocols like Chord
[18] as a results of using a novel XOR metric for dis-
tance between points in the identifier space. Because XOR
is a symmetric operation, Kademlia nodes receive lookup
queries from the same nodes which are also in their local
routing tables. This is important in order that nodes can
learn useful routing information from lookup queries and
update their routing tables. In contrast Chord needs a ded-
icated stabilization protocol due to the asymmetric nature
of the overlay topology. The XOR metric is also unidirec-
tional: For any constant x there exists exactly one y which
has a distance of d(x, y). This ensures that lookups for the
same key converge along the same path independently of
the origination which is an important property for caching
mechanisms.

In Kademlia every node chooses a random 160-bit
nodeId and maintains a routing table consisting of up to
160 k-buckets. Every k-buckets contains at most k en-
tries with <IP address, UDP port, NodeId> triples of other
nodes. The parameter k is a redundancy factor to make the
routing more robust by spanning several disjoint paths be-
tween overlay nodes. Buckets are arranged as a binary tree
and nodes get assigned to buckets according to the shortest
unique prefix of their nodeIds. An example routing table of
a node with a nodeId prefix of 0011 is shown in figure 1. Ini-
tially, a node’s routing table consists of a single bucket cov-
ering the entire ID space. When a node U learns of a new
contact C, the node U inserts C in the appropriate bucket
according to the prefix of C’s nodeId. If this bucket already
contains k nodes and the bucket’s range includes U’s own
nodeId, the bucket is split into two new buckets. Otherwise
the new contact is simply dropped.

A problem arises if nodeIds are unequally distributed. In
this case the standard bucket splitting algorithm can lead to
nodes not knowing their complete k neighborhood. An ex-

Figure 2. Kademlia routing table irregularities
in a highly unbalanced tree

ample for this is given in figure 2. This figure shows the
routing table of a node U with nodeId prefix of 00. Accord-
ing to the splitting rule given above, there would be only
one bucket for prefix 01 with k entries, which doesn’t get
split any futher. In this case the node with prefix 010, which
is the closest node to node U could get dropped, leading
to an incomplete neighborhood. To avoid this, the authors
of Kademlia propose in these cases to also split buckets in
which node U’s nodeId isn’t contained, resulting in an ir-
regular subtree next to the bucket of U’s nodeId. This ex-
ception to the bucket splitting algorithm makes the protocol
more complex to implement, hence we propose an alterna-
tive approach in section 4.2.

3. Attacks on Kademlia

In this section we describe the taxonomy of possible at-
tacks on Kademlia’s key-based routing and data storage. In
addition we present a theoretical estimation of lookup suc-
cess rates in a Kademlia network with a fraction of adver-
sarial nodes.

3.1. Attacks on the underlying network

We assume, that the underlying network layer doesn’t
provide any security properties to the overlay layer. There-
fore an attacker could be able to overhear or modify ar-
bitrary data packets. Furthermore we presume nodes can
spoof IP addresses and there is no authentication of data
packets in the underlay. Consequently, attacks on the un-
derlay can lead to denial of service attacks on the overlay
layer.

3.2. Attacks on overlay routing

Besides the attacks in the underlay there are many at-
tacks which address the influence on overlay routing. This



section summarizes the currently known attacks on overlay
stability.

Eclipse attack: This attack tries to place adversarial
nodes in the network in a way that one or more nodes are
cut off from it, i.e. all messages are routed over at least
one adversarial node. This gives the attacker the control
over a part of the overlay network. Thus the Eclipse attack
can “hide” some nodes from the overlay network. It can be
prevented, first, if a node can not choose its nodeId freely
and secondly, when it is hard to influence the other nodes
routing table. Because Kademlia favors long-living nodes
in its k-buckets and nodes are only added, if a bucket is not
already full, the latter is easy to achieve as soon as the net-
work has bootstrapped.

Sybil attack: In completely decentralized systems there
is no instance that controls the quantity of nodeIds an at-
tacker can obtain. Thus an attacker can join the network
with lots of nodeIds until he controls a fraction m of all
nodes in the network. Douceur [8] proved that this attack
can not be prevented but only impeded. In centralized sys-
tems one might let nodes pay monetarily to join the net-
work and bind this node to a particular natural person. In
completely decentralized systems the only way a node can
“pay” only with system resources (bandwidth, CPU power
etc.) for authorization.

Churn attack: If the attacker owns some nodes he may
induce high churn in the network until the network stabi-
lization fails. Since a Kademlia node is advised to keep
long-living contacts in its routing table, this attack does not
have a great impact on the Kademlia overlay topology.

Adversarial routing: Since a node is simply removed
from a routing table when it neither responds with routing
information nor routes any packet, the only way of influ-
encing the networks’ routing is to return adversarial rout-
ing information. For example an adversarial node might
just return other collaborating nodes which are closer to the
queried key. This way an adversarial node routes a packet
into its subnet of collaborators and neither the queried nor
the closest node for a given key would be found. This can be
prevented by using a lookup algorithm that considers mul-
tiple disjoint paths. The lookup succeeds when one path is
free of adversarial nodes. Therefore, suppose m is the frac-
tion of adversarial nodes, d the number of disjoint paths,
(hi) the path length distribution, then the probability that a
lookup succeeds is given by:

PK :=
|(hx)|∑
i=1

(
hi ·

(
1−

(
1− (1−m)i

)d
))

This shows that particularly with regard to a moderate
number of adversarial nodes, lookup algorithms can signif-
icantly benefit from disjoint paths as well as a low average
path length.

3.3. Other attacks

Denial-of-Service: A adversarial may try to suborn a vic-
tim to consume all its resources, i.e. memory, bandwidth,
computational power. Thus the protocol needs to have
mechanisms to allocate resources in a secure way. Physi-
cal attacks, such as jamming or side-band attacks are not
considered in this paper.

Attacks on data storage: Key-based routing protocols
are commonly used as building blocks to realize a dis-
tributed hash table (DHT) for data storage. To make it more
difficult for adversarial nodes to modify stored data items,
the same data item is replicated on a number of neighboring
nodes. Although attacks on data storage are not regarded
in this paper, the key-based routing layer has to provide a
secure neighborhood to a given key.

4. Design

In this section we propose a practicable secure Kademlia
protocol. In section 4.1 we introduce a method to assign
nodeIds in a secure way. Further a reliable sibling broadcast
is proposed, which is needed to store replicated data in a
secure way. Finally we explain how to secure the routing
table maintenance.

4.1. Secure nodeId assignment

As known from section 3.2, it should be hard for an at-
tacker to generate a large number of nodeIds (Sybil attack)
nor choose the nodeId freely (Eclipse attack). Furthermore
the nodeId should authenticate a node, i.e. no other node
should be able to steal or fake the nodeId. The latter can be
achieved with one of the two methods: Using a hash value
over IP address and port or by hashing a public key. The first
solution has a significant drawback because with dynami-
cally allocated IP addresses the nodeId will change subse-
quently. It is also not suitable to limit the number of gen-
erated nodeIds if you want to support networks with NAT
in which several nodes appear to have the same public IP
address. Finally there is no way of ensuring integrity of ex-
changed messages with those kind of nodeIds. This is why
we advocate to use the hash over a public key to generate
the nodeId. With this public key it is possible to sign mes-
sages exchanged by nodes. Due to computational overhead
we differentiate between two signature types:



• Weak signature: The weak signature does not sign the
whole message. It is limited to IP address, port and
a timestamp. The timestamp specifies how long the
signature is valid. This prevents replay attacks if dy-
namic IP addresses are used. For synchronization is-
sues the timestamp may be chosen in a very coarse-
grained way. The weak signature is primarily used in
FIND NODE and PING messages where the integrity
of the whole message is dispensable.

• Strong signature: The strong signature signs the full
content of a message. This ensures integrity of the
message and resilience against Man-in-the-Middle at-
tacks. Replay attacks can be prevented with nonces
inside the RPC messages.

Those two signature types can authenticate nodes and
ensure integrity of messages. We now need to impede the
Sybil and Eclipse attack. This is done by either using a
crypto puzzle or a signature from a central certificate au-
thority, so we need to combine the signature types above
with one of the following:

• Supervised signature: If a signature’s public key addi-
tionally is signed by a trustworthy certificate authority,
this signature is called supervised signature. This sig-
nature is needed to impede a Sybil attack in the net-
work’s bootstrapping phase where only a few nodes
exist in the network. A network size estimation can be
used to decide if this signature is needed.

• Crypto puzzle signature: In the absence of a trustwor-
thy authority we need to impede the Eclipse and Sybil
attack with a crypto puzzle. In [3] the use of crypto
puzzles for nodeId generation is rejected because they
cannot be used to entirely prevent an attack. But in
our opinion they are the most effective approach for
distributed nodeId generation in an completely decen-
tralised environment without trustworthy authority and
should therefore be used to make an attack as hard as
possible in such networks.

For this reason we introduce two crypto puzzles as
shown in figure 3. A static puzzle that impedes that
the nodeId can be chosen freely and a dynamic puz-
zle that ensures that it is complex to generate a huge
amount of nodeIds. H denotes a cryptographically se-
cure hash function, ⊕ is the XOR operation, and the
ci denote crypto puzzle complexity. It is obvious that
an increase of c1 decreases the space of possible pub-
lic keys therefore the size of the public key must be
increased subsequently. c1 is considered as a constant.
Once the nodeId has been generated it stays fixed for
a certain value. c2 can be modified or extended over
time when computational resources become cheaper.
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Figure 3. Static (left) and dynamic (right)
crypto puzzles for nodeId generation

If a node receives a signed message it can now first
validate its signature and then check if the crypto puzzles
were solved. Both operations have O(1) complexity for a
constant public key size while crypto puzzle creation has
O(2c1 + 2c2) complexity.

4.2. Reliable sibling broadcast

Siblings are nodes which are responsible for a certain
key-value pair that needs to be stored in a DHT. In the case
of Kademlia those key-value pairs are replicated over the
k closest nodes (we remember: k is the bucket size). In
this paper we want to consider this number of nodes inde-
pendently from the bucket size k and introduce the num-
ber of siblings as a parameter s. This makes sense because
the bucket size usually defines the redundancy of overlay
connectivity and not the number of replicas that need to be
stored by the DHT.

A common security problem is the reliability of sibling
information which arises when replicated information needs
to be stored in the DHT which uses a majority decision to
compensate for adversarial nodes. Since Kademlia’s origi-
nal protocol converges to a list of siblings, it is complicated
to analyze and prove the coherency of sibling information.
For this reason we introduce a sibling list of size η · s per
node, which ensures that each node knows at least s siblings
to a ID within the nodes’ siblings range with high probabil-
ity. We now have to determine η and prove that the con-
straints hold with high probability. This has already been
done by Gai and Viennot in their paper about the Broose
DHT [10] where a brotherhood list is constructed in the
same way. Since this proof unnecessarily uses Chernoff



c = 1.5 c = 2.0 c = 2.5 c = 3.0
s = 8 0.8950 · 10−1 1.0000 · 10−2 0.7786 · 10−3 0.4750 · 10−4

s = 16 0.3440 · 10−1 0.6600 · 10−3 0.5464 · 10−5 0.2590 · 10−7

s = 20 0.2187 · 10−1 0.1763 · 10−3 0.4791 · 10−6 0.6352 · 10−9

s = 32 0.5925 · 10−2 0.3617 · 10−5 0.3506 · 10−9 0.1022 · 10−13

Table 1. Probability for an incomplete sibling
list

bounds we review the proof here:
As mentioned before the XOR metric is unidirectional,

which means that for a fixed x and for each d⊕(x, y) exactly
one y exists. Consider two nodeIds chosen at random, then
the probability that one nodeId y is smaller than nodeId x
is given by x

2n (n is the number of bits of the nodeId). Let
N be the number of nodes in the network, then the average
distance with the XOR metric between two adjacent nodes
is 2n

N . Now consider the distance

dN (µ) = µ · 2n

N

of two nodes with nodeId x and y, then the expected number
of nodes N(x, y) between x and y is E[N(x, y)] = µ and
the probability that a node is placed between x and y is
given by µ

N . Since nodeIds are randomly chosen the actual
number of nodes between x and y varies from the expected
value µ. Therefore the probability that there are less than s
nodes between x and y at distance dN (cs) is given by:

Pr[N(x, y) < s] =
s−1∑
i=0

(
N

i

) (cs

N

)i (
1− cs

N

)(N−i)

This probability is computeable for small s > 0, since the
following is imperative:(

n

k

)
=

k∏
i=1

n + 1− i

i

So the use of Chernoff bounds are not necessary. This
makes this solution more accurate and the following proba-
bilities depending on c and s with an upper bound network
size of N = 1010 can be computed as shown in Table 1.

The remainder of the proof follows [10]. The interesting
fact is that it is shown that a value η ≥ (2·c) ≥ 5 is sufficient
to satisfy our needed constraints w.h.p.

Thus in S/Kademlia the routing table consists of a list of
n k-buckets holding nodes with a distance d with 2i−1 ≤
d < 2i, 0 ≤ i ≤ n and a sorted list of siblings of size
η · s. The special subtree handling introduced in section 2.1
can be omitted because of the newly introduced sibling list.
Because routing tables in Kademlia are implicitly refreshed
by incoming lookup requests and many of the nodes in our
sibling table would otherwise have to be stored in Kadem-
lia’s k-buckets, the additional communication overhead for
maintaining the sibling table is low.

4.3. Routing table maintenance

Kademlia uses a reactive approach to maintain routing
tables. Since the XOR metric ensures that all iterative
lookups converge along the same path, Kademlia can learn
about the existence of new nodes from incoming RPCs. To
secure routing table maintenance in S/Kademlia we cate-
gorize signaling messages to the following classes: Incom-
ing signed RPC requests, responses or unsigned messages.
Each of those messages contains the sender address. If the
message is weakly or strong signed, this address can not be
forged or associated with another nodeId (see section 4.1).
We call the sender address valid if the message is signed and
actively valid, if the sender address is valid and comes from
a RPC response. Kademlia uses those sender addresses to
maintain their routing tables.

Actively valid sender addresses are immediately added
to their corresponding bucket, when it is not full. Valid
sender addresses are only added to a bucket if the nodeId
prefix differs in an appropriate amount of bits χ (for ex-
ample χ > 32). This is necessary because an attacker can
easily generate nodeIds that share a prefix with the victims
nodeId and flood his buckets, because buckets close to the
own nodeId are only sparsely filled in Kademlia. Sender ad-
dresses that came from unsigned messages will be ignored.
If a message contains more information about other nodes,
then each of them can be added by invoking a ping RPC
on them. If a node already exists in the routing table it is
moved at the tail of the bucket.

4.4. Lookup over disjoint paths

In section 3.2 we have shown the importance of using
multiple disjoint paths to lookup keys in a network with ad-
versarial nodes. The original Kademlia lookup iteratively
queries α nodes with a FIND NODE RPC for the closest k
nodes to the destination key. α is a system-wide redundancy
parameter such as 2. In each step the returned nodes from
previous RPCs are merged into a sorted list from which the
next α nodes are picked. A major drawback of this approach
is, that the lookup fails as soon as a single adversarial node
is queried.

We extended this algorithm to use d disjoint paths and
thus increase the lookup success ratio in a network with ad-
versarial nodes. The initiator starts a lookup by taking the
k closest nodes to the destination key from his local rout-
ing table and distributes them into d independent lookup
buckets. From there on the node continues with d paral-
lel lookups similar to the traditional Kademlia lookup. The
lookups are independent, except the important fact, that
each node is only used once during the whole lookup pro-
cess to ensure that the resulting paths are really disjoint. By
using the sibling list from section 4.2 the lookup doesn’t
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Figure 4. Fraction of successful node
lookups with a fixed bucket size k = 16

converge at a single node but terminates on d close-by
neighbors, which all know the complete s siblings for the
destination key. Hence a lookup is still successful even if
k − 1 of the neighbors are adversarial.

5. Evaluation

In this section we evaluate S/Kademlia with OverSim
[2], a flexible framework for overlay simulation. We de-
scribe the simulation setup and procedure and finally the
results of our simulations.

5.1. Simulation assumptions

We simulate adversarial nodes with the following as-
sumptions: An adversarial node returns data that compro-
mises the network in a worst case scenario. So in the case
of a FIND NODE RPC the worst behaviour would only re-
turn other collaborating nodes which are closer to the target
nodeId. The adversarial also harvest other existing valid
nodeIds in order to map them to a false transport addresses.
This is the worst case since other reactions like an empty
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Figure 5. Fraction of successful node
lookups with an adaptive bucket size k = 2d

result or invalid data can be detected and the node would be
removed from the network, i.e. the node would be consid-
ered as a stale contact.

On the other hand we assume that well behaving nodes
return adversarial node information in an equally distributed
manner. This assumption is confirmed in section 4 because
it is nearly impossible for an adversarial node to influence
other nodes’ routing tables.

With these assumptions we expect that a lookup of a
node or siblings is successful if no adversarial node is on
one path to the responsible node. In the case of a parallel
lookup on multiple paths we simply stop pursuing each path
that hit an adversarial node and the lookup is only consid-
ered successful, if one path is free of any adversarial nodes.

5.2. Simulation procedure

To keep the simulation efficient we first create a static
Kademlia overlay network with N nodes that is fully stabi-
lized. Then we continue by processing N node lookups and
evaluate the fraction of successful queries. This process is
repeated with increasing adversarial nodes by 5% until 90%
of the nodes are adversarial. Since we do not evaluate churn



all simulations are done with a parameter of α = 1 and
we assume that the network stays in a stable state after the
bootstrapping phase, but under the influence of adversarial
nodes.

5.3. Results

We simulated two setups with a network size of N =
10000 nodes, s = 16 siblings using d ∈ {1, 2, 4, 8} dis-
joint paths. In Figure 4 we show the fraction of success-
ful lookups dependant on the number of adversarial nodes
for a fixed bucket size of k = 16. For d = 1 the lookup
process is similar to a standard Kademlia lookup. The fig-
ure clearly shows that by increasing the number of paral-
lel disjoint paths d the fraction of successful lookups can
be considerably improved. In this case the communication
overhead increases linearly with d. We also see that with
k = 16 there is enough redundancy in the k-buckets to ac-
tually create d disjoint paths.

In the second setup we adapted k = 2 · d to the num-
ber of disjoint paths to keep a minimum of redundancy in
the routing tables and consequently reduce communication
overhead. The results in figure 5 show, that a smaller k
leads to a smaller fraction of successful lookups compared
to figure 4. The reason for this is the increased average path
length due to the smaller routing table as shown in the path
length distribution diagram.

We conclude that d = 4..8 with a k = 8..16 is a good
choice for S/Kademlia. Higher values of d and k seem not
worth the additional communication costs. Larger values
for k would also increase the probability that a large fraction
of buckets are not full for a long time. This unnecessarily
makes the routing table more vulnerable to Eclipse attacks.

Since we present simulations with N = 10000 nodes
only, one might argue that this is a rather small number of
nodes and not comparable to huge networks. In fact the
path length highly corelates with the fraction of success-
ful lookups. On the other hand the network topology can
be easily tuned to have a smaller diameter and therefore a
shorter average path length. This is usually done by con-
sidering multiple bits b of the nodeId in each step. So the
network can be tuned to the level of security needed in dif-
ferent scenarios.

6. Related Work

Castro et al. [3] study attacks on routing of messages in
structured peer-to-peer overlays. They propose several de-
fenses to secure the join process, routing table maintenance
and message forwarding. The secure assignment of nodeIds
is delegated to a central trusted certification authority.

Sit and Morris [16] present a categorization of attacks
against peer-to-peer distributed hash tables on the basis of

Chord, CAN and Pastry. They state that an important step
to defend these attacks is detection by defining verifiable
system invariants. For example nodes can detect incorrect
lookup routing by verifying that the lookup gets “closer” to
the destination key.

Srivatsa and Liu [17] investigate three security threats in
DHT-based P2P systems. First they present an attack on
the routing scheme, in which a single adversarial node can
block all lookup requests in the absence of alternate paths.
Therefore they highlight the importance of several alternate
optimal paths in conjunction with the feasibility to detect
incorrect lookup results. Furthermore they present an at-
tack on the data placement scheme and show that replica-
tion alone is not sufficient to tolerate attacks by adversar-
ial nodes, but has to be combined with cryptographic tech-
niques to be effective. Finally they show that the nodeId
selection process has to be restricted to prevent adversarial
nodes from corrupting specific data items.

Awerbuch and Scheideler [1] present a theoretical DHT
which is provably robust against adversarial join-leave as
well as insert-lookup attacks. The design of the DHT is
high level and it is an open question how hard it would be
to transform their ideas into a practicable protocol. Another
DHT which can provably deal with join-leave attacks is S-
Chord [9], though it is limited to a linear number of adver-
sarial join requests.

Cerri et al. [4] focus on attacks that arise from the unlim-
ited choice of nodeIds and exemplify their findings with the
Kademlia protocol. They propose to limit free nodeId selec-
tion by coupling IP address and port to the nodeId by a hash
function. To make it harder for adversarial nodes to attack
specific data items, they propose that data items should be
stored at a temporary key, which is regularly rotated. This
is done by hashing the data item’s key with some temporal
information to compute the temporary key,

There are several papers in which countermeasures
against Sybil attacks are proposed: In [13] Rowaihy et al.
present an admission control system for structured peer-to-
peer systems. The systems constructs a tree-like hierarchy
of cooperative admission control nodes, from which a join-
ing node has to gain admission. Another approach [7] to
limit Sybil attacks is to store the IP addresses of partici-
pating nodes in a secure DHT. In this way the number of
nodeIds per IP address can be limited by querying the DHT
if a new node wants to join.

Singh et al. [15] study the impacts of Eclipse attacks on
structured overlay networks and propose to defend against
this attack by letting nodes audit each others connectivity.
The idea is, that a node mounting an Eclipse attack has a
node degree higher than average.

Nielson et al. [12] regard the class of rational attacks.
They assume that a large fraction of nodes in a peer-to-peer
system are selfish and try to maximize their consumption of



system ressources while minimizing the use of their own.

7. Conclusion

In this paper we presented a secure key-based routing
protocol based on Kademlia. Although the elegant routing
table maintenance makes Kademlia already insusceptible to
some attacks, we have shown that there are several vulnera-
bility that make it easy for adversarial nodes to gain control
of the network.

We propose several practicable solutions to make
Kademlia more resilient. First we suggest to limit free
nodeId generation by using crypto puzzles in combination
with public key cryptography. Furthermore we extend the
Kademlia routing table by a sibling list. This reduces the
complexity of the bucket splitting algorithm and allows a
DHT to store data in a safe replicated way. Finally we pro-
pose a lookup algorithm which uses multiple disjoint paths
to increase the lookup success ratio.

The evaluation of S/Kademlia in the simulation frame-
work OverSim has shown, that even with 20% of adversar-
ial nodes still 99% of all lookups are successful if disjoint
paths are used. We believe that the proposed extensions to
the Kademlia protocol are practical and could be used to
easily secure existing Kademlia networks.
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