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Abstract— Interactive networked multimedia applications are B gt s L
sensitive to delay and jitter affecting the transmission of their data Py | lter ety l
packets. Without the support of quality of service, the nature of Iy 00 OO0 O O O F |
the Internet makes it difficult to deliver data streams in the de- IFh Lh -
manded constant and steady way these applications need for an — DS-Domain
acceptable performance. Because of this limitation, value-added fedeine

services like the “Virtual Wire"-Per-Domain-Behavior (VW-PDB)
impose the obligation of traffic conditioning mechanisms in the Fig. 1. Conceptual model of a virtual leased line using the Virtual Wire PDB
transmission path to assure a continuous data stream to an end
user. However, each traffic conditioning action is a potential source .
for additional delays experienced by the processed data packets. R SR SRR NN SN SN

In this paper we will show, that the configuration suggested packet size L
by the VW-PDB for traffic conditioners in a last hop router, can - I
quickly lead to unwanted significant additional delays. Although
applications will then be served with a constant data stream with
minimal jitter, the traffic conditioning might exceed their delay T -
limitiations. Since modern multimedia applications normally use -
their own playback buffers for jitter compensation, they do not de-
pend on a complete jitter-free transmission, like the VW-PDB tries
to establish by emulating a dedicated switched-circuit. Hence, two
suggestions with more flexible traffic conditioning mechanisms in
the last-hop-router will be presented. Both approaches will be
compared to the strict rules prescribed by the VW-PDB in terms
of jitter compensation and additional delay.

virtual packet-time

= output interface

Fig. 2. Delay of packets in the last hop router for smoothing their transmission
rate to bandwidtiR of the virtual leased line

|. INTRODUCTION

6The deyelo(g)rtnenltl of t?ﬁ thuql er.e Pe:c—Doma(ljntBehagno%ertain strict restrictions about the bandwidth that can be used
[6] was aimed to allow the provisioning of an end-to-en €6y vw, must be fulfilled. Because most non-adaptive applica-
vice with a quality similar to dixed switched circui(virtual tions do not need such a strict guarantee of the maximum jitter,

leased ling. In terms of quality-of-service (QOS) this MeaANJwo possible modifications will be proposed in section Ill. They

f[hat,dor: one hatrjd thereis a flxlfdtllaandwﬂtwglch Iti en?rl:re(il] are more orientated at the requirements of interactive real-time
N a deterministic way (no__pac € OS.S?S). and on the other lications with the ability to compensate a certain amount of
the end-to-end delay and jitter are minimized and bounded e ay variation

by a guaranteed limit.
Consequently, from the perspective of two end systems, the
Virtual Wire Per-Domain-BehaviouMW-PDB can be seen as |l. TRAFFIC CONDITIONING IN THE LAST HOP ROUTER

the substitution of a dedicated leased line with bandwiith  The main objective target of the Virtual Wire PDB is the em-
(cf. fig. 1). Thus, the VW-PDB could fulfill the requirements,jation of a virtual leased line of a configured bandwidth

of applications whose data could otherwise only be transm'tt%nsequently, two consecutive packets may only arrive at the
over circuit-based networks, e.g. telephone calls, video cQReeiver with this maximum raté. However, due to the na-
ferences and other real-time applications [6]. Because Virtygle of the Internet, it is possible that an originally constant
Wire is at the moment the only proposed Diffserv-PDB offefy\y.qata-stream gets disturbed, the packets are displaced and
ing an adequate support for such non-adaptive real-time applise their smoothed characteristic. This may even happen in

cations, its eligibility for these usage classes will be examin%ality-of-service supporting networks, e. g. DiffServ domains,

in the following. _ due to various effects caused by aggregation and disaggregation
It will be shown that the VW-PDB has several attributes th@jf several flows using the same network service.

are essential to the guarantee of a worst-case maximum Jitteff a1l access control conditions of the VW-PDB [6] are met,
bound, but are opposed to the demand of the lowest possible gig- je|ay variations are bounded within the jitter window and
lay. Moreover, to be able to ensure such a maximum jitter limiggy pe compensated and evened out by the last hop router.

Institute of Telematics, University of Karlsruhe (TH), 76128 Karlsruhe, Ger- The maX|m!‘Jm jitter Ce_m accrue' if One_paCket experiences
many, (email:{walter,wehrle,zi} @tm.uka.de) the least possible transmission delay (and is therefore placed on



the left most position in its jitter window) and the consecutive w
packet needs the longest transmission time — what equals being B
placed on the right most position of its jitter window (cf. fig. 1). £
To be able to deliver these packets to the receiver with no mo
than rateR, it is proposed in the VW specification [6] to delay
the first packet in the last-hop router by one virtual packet time o™ R
Pr = L, whereL represents the maximum length a packet ke 100 kbps 1 Mbps

R’ bandwidth of the Virtual Wire flow

(Cf' flg. 2)' . . . . Fig. 3. Additional delay by the jitter window from buffering of Virtual Wire
Consequently all variations in the transmission time up to ﬂﬂé%he last-hop router

maximum allowed value of one jitter window can be compen-
sated and the receiver will not be able to notice a difference to

the use of a leased line of bandwidth However, this buffer- |,5¢ hon router and it may get delayed even more, when it is
ing for one virtual packet time causes a (sometimes &gmﬁcag[)bject to traffic shaping in the first hop router. It will be
additional delay of the Virtual Wire packets. Unfortunately, «ared for a whole virtual packet timBy, ... Assuming

ps*

this is extremely undesirable, since especially applications ygg packet lengths equal®0 Byte! this results in a duration
ing the VW-PDB are naturally intolerant to delay, as they tend. (s-500) Bit _ 62.5ms. Such an additional delay is hardly

. . _ti i 64 kbps . . . . .
to belong to the interactive real-time class and need the qu'ckﬁ)%rable, above all by an interactive real-time application [2].

possible transmission. Above all, itis normally not necesgaﬁgure 3 shows the resulting additional delays caused by the

to delay the. first (and all following) pac_kets f9r a whqle VI'Virtual Wire buffering in the last-hop router for different packet
tual packet time to compensate the maximum jitter, as it will b

: . . : : Sizes and bandwidths as proposed in [6].
shown by simulative experiments presented in section I1I-A. . . .
As we determined from the results of many simulation runs

A. Evaluation of the Virtual Wire PDB in [9], the specified buffering of the VW-PDB is too long, above

all for the majority of packets from a VW data stream and only

The Virtual Wire PDB as proposed in [6] is able to emulate Adds an unnecessary, sometimes even disturbing, additional de-

virtual leased line, but only when some conditions conceming, ‘jance two alternative approaches will be presented in the
the maximum size of the VW aggregateand the allocation of

) .-~ following, that partially shift complexity from the net to the ap-
bandwidth to seperate VW data flows are met. These I'm'tat'OBﬁcations, according to the Internet's ,,end-to-end” desgin prin-

ensure that the maximum delay variations are bounded |nS|d8 e [7]. These options give the user more flexibility and above
jitter window and can therefore be compensated by the Iast-ha make it possible for him to choose an alternative VW real-
router by buffering the packets for one virtual packet time. ;.0 with a much smaller delay.

It is possible to specify a deterministic upper bound for the
end-to-end delay and jitter, which can always be guaranteed.
However, this strong guarantee demands rigorous restrictiobl$. A LTERNATIVE TRAFFIC CONDITIONING MECHANISMS
[6]: FOR THEVW-PDB

« To limit the delay variations to the size of one jitter- |, section 1 it was already mentioned that on the one hand the
window, only a certain fraction of the available bandwidthegyrictions for its deployment are high and on the other hand
may be used for the Virtual Wire PDB that will mostly bee aqgitional delay from the buffering in the last-hop router
smaller than 50%. _ _ contradicts the demands of interactive real-time applications.

« Due to possible aggregation effects, the bandwidth frag; ihe following it will be analyzed, what the maximum needed
tion of a link that may bf used by a Virtual Wire datgye|ay will be at all. Based on this results, two possible modi-
streamy is limited t0 =7, if this data flow might fications will be proposed making the Virtual Wire PDB more

crossn; other VW streams on its way through the Diff-attractive to the class of delay sensitive realtime applications.
Serv network. Especially since the Virtual Wire PDB is

supposed to be used by applications with quite different ]

bandwidth requirements, for example \oice-over-IP phorfe The problem of the unknown delay of the first packet

calls at64 kbps or video streaming at 1.4 Mbps, this im- To gain enough buffer to smooth a VW data stream, the traffic

plies a serious limitation. conditioner in the last-hop router, delays the first packet of an

Consequently, it will hardly be profitable for a networkarriving flow for the duration of a virtual packet tinfé; = %.

provider to introduce a service with such restrictive limitation$his duration corresponds to the maximum guaranteed jitter, a
and likely a minor user basis. Furthermore, the VW-PDB do&aV packet may experience under the conditions described in
not really offer the best possible quality guarantees demandsttion II-A and [6]. In the scope of this paper, a lot of simu-
by interactive real-time applications. Though delay and jittéative examinations have been conducted within [9], that show
both are limited by upper bounds, the main claim calls for theis necessary to respect these conditions to be able to meet the
lowest possible delay, that Virtual Wire can not always fulfillmaximum jitter limits.
due to the extra delay for jitter compensation in the last-hop
router. 1500 Byte is chosen as a mean value, as packet sizes vary greatly between

. . different realtime applications, ranging from ab@&atByte for a voice only
The Inspection of &4 kbpS packet stream reveals that IEletMeeting transmission (G.723)66 Byte for a LiveLAN session ([8]) up to

experiences an additional delay for jitter compensation in tlhesr 1000 Byte for NetMeeting with activated video transmission.
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Fig. 4. Exemplary plot of observed delay of a typical Virtual Wire data flovﬂuamlfled by calculating the dlﬁerence: ofthe delay of the slow-
between the first-hop and last-hop router est packeD,,,,, and the delay of the first packét, from the
regarded data flow. In the example in figure 4 the delay of
the first packet wa$; =31.65ms and the highest delay was
%:@ > ETR crossvatc eaving Dinar =40.21 ms what results in the minimally needed buffer-
- - at the next hop ; v ing of D4 — D1 = 40.21 ms — 31.65 ms = 8.56 ms.
s ABMIP\GY : S“gb"s\g( 0 P If the first packet is delayed bi,,., — D, before it gets
—:@EM_WS,@ 1M§@1mf E7) 8Mops €795 forwarded, even the slowest packet will arrive just-in-time for
-)u-) U-> -Ju—' its designated transmissio®( + 8.56 ms = 40.21ms =
4 FHR1 ™ smbps\  smbps\© ¥ LHRL D), While all other packets that arrive more or less before
10 VW- (each 80 kbps) @*' : @*' : their scheduled time must be adequately buffered. Using the
£ 4 B D et Wil o R calculated delay, it would be possible to perform a perfectly
smoothed outgoing stream. Consequently, all packets would
again have the same delay characteristics as when entering the
network at the first-hop router. Consequently, no distinction

) from a physical leased line would be possible.
However, to restore a smooth data stream in the last-hopynfortunately, when the last-hop router receives the first

router it is not always necessary to buffer the first packet fﬁ%cket of a data flow, it is unknown, which relative delay it

a full amount of one virtual packet-time. This is implied bXéxperienced in the possible inter@,in, Dimas]. The last-

the fact that the maximum needed buffering depends on the #g,_router is simply unable to perform this contemplation be-
lay of the first packet. The arrival of the first packet represents.g,,se there is no means to determine the corresponding delay
kind of reference point for the receiver, to which it synchronizggues. This is the reason why the Virtual Wire PDB automat-
itself to the rateR, measures the deI.ay variatjons of consecutiq@a"y assumes the worst-case, that is the first arriving packet
packets and compensates them with buffering. having traversed the network with the lowest possible delay

Only in case the first packet would experience the least 0p ; and that it must therefore be buffered as long as neces-
curred delay, the needed buffering will indeed be as long agary for the slowest packebX,,,,) to arrive just in time. This
whole virtual packet time. To demonstrate this behaviour ev@iyrationD,,,, — Dy €quals exactly the maximum possible
better, the actually needed delay will be shown in an examp{gyiation of the transmission delays, that is the highest possible
For this purpose, figure 4 depicts the delay progression of tixger J,,,,...
first 600 packets of an example VW data flow. These delays|n the presented example the length of a virtual packet time
haVe been measured in a Simu|ati0n network depiCted in ﬂgas 20ms. When using the Current'y proposed Speciﬁation
ure 5 betWeen the fil’St-hOp router FHR1 and the arrival at tbethe \/irtua' Wire PDB [6] the first packet WOUId have been
|aSt-h0p router LHR1 (nOte: in this context of alternative trafﬁguﬁered for th|s duration in the |ast_hop router and thereby en-
conditioning mechanisms only the very last DiffServ-capablgling the generation of a perfectly smoothed outgoing stream
router on the path to the destination is called last hop router, gecauseD; + 20 ms = 51.65ms > D,naz). However, in this
no domain boundaries are considered). Other simulation rugmple the additional delay 86 ms clearly exceeds the least
performed in [9] have all shown similar behavior. necessary and sufficient delay of 8,56 ms (cf. fig. 6).

In the presented example, the first VW packet neefded= Based on this contemplations two alternative mechanisms
31.65 ms to traverse the network. If it would be forwarded imfgr the realization of an adequate qua”ty_of_service support for
mediately -withoutany buffering — a constantly smooth packehon-adaptive real-time applications will be proposed in the fol-
stream could only be assured when the delayalbfollow-  |owing and compared to the VW specification proposed by [6]:
ing packets would bat mostas high as the delajp; of the

first packet. Hence, it is necessary to buffer the first packet .

as long as needed to be able to compensate the delay offallCriginal Virtual Wire PDB

following packets that traverse the network slower. The min- This option corresponds to the per-domain behaviour Virtual
imal buffering that is absolutely necessary can be theoreticallyire as proposed in [6] and described in section Il. As long

.

Fig. 5. Configuration example of one simulation network
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adaptation process is normally finished rather quickly and after
a short period the generated output stream is forwarded contin-
uously and smoothed to the receiver. In the observed example
in figure 4 already after the third packet a buffering delay is
reached which only differs 6.3% from the maximum delay. Af-
ter 109 packets the next adaptation to a level of 98.9% from
the upper delay bound takes place, which is finally reached af-
ter another 42 packets. After this phase, the receiver continu-
ously gets a perfectly smoothed data stream, whose maximum
end-to-end delay is only 40.21 ms — compared to a delay of
51.65 ms, which would be experienced when the traffic condi-
Fig. 7. Resynchronisation to a new transient local maximum in delay whitioning mechanisms of the original Virtual Wire PDB would be
shaping the data flow in the last-hop routedéptive shaping used. Additionally through the concept of adaptive buffering al-
ways the least delay necessary for the shaping of the concerned
data flow is used.
as all existing restrictions for the deployment of the VW-PDB Consequently, this approach can be recommended for all in-
concerning the network configuration (topology, link capacitigsractive real-time applications that can tolerate small interrup-
and parameters of all planned data flows) are met, the guaridns in the smoothed transmission and that do not depend on
tees regarding the delay variations are surely granted. an absolutely continous smooth data stream. Naturally this ap-
For interactive real-time applications such a PDB is only apfies for the majority of interactive real-time applications. Most
plicable as far as the delay does not get too disturbing, whighthem are actually able to compensate variations in the end-
gets more improbable with smaller bandwidths (cf. fig. 3). Itb-end delay on their own by buffering.
any case the Virtual Wire PDB in its original version is rec-
ommended for applications not able to compensate any delay
variation on their own. D
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No buffering in the last-hop router

An even simpler modification of the Virtual Wire PDB pro-
vides no buffering by the last-hop routeat all. This means,
— . that no additional delay will be added to any data packet of
F'or. applications that can temporarily tolerate §ma|| del VW data stream. Instead, all arriving packets are forwarded
;;izzto?z dogn(:gorlﬁzge dezft;r}ﬁ)v%u?ginftoelleo:vfina C;nt'rr(;l;iﬁsz L|'r'r1§1'mediately after their arrival at the last-hop-router without any
adapti\rl)e bufferings recommendéd With this t?aﬁri)cpcondition%Uﬁering or traffic conditioning mechanisms. The characteris-
. g : .. . tic of the data flow experienced by the receiver corresponds to
ing approach the additional delay for the jitter compensation ISe example depicted in figure 4
always adjusted to the maximum observed delay of all so :

ar . : . .
regarded packets of one data flow. In this case after the arri g@rg-ong other benefits this option has the following advan-
of packet; the last-hop router will use the following additional ges:

delayT for the remaining packets of this VW data flow: o The _Iast—hpp router does not need any classification and/or
configuration data. In both approaches that have been pre-

sented above the last-hop router must be able to distinguish
different VW flows and know their configured data rates,
which is why his complexity is similar to that of a DiffServ

C. Adaptive Buffering

1)

Figure 7 shows the resulting end-to-end delays of all packets

T = max {Dy} — D,
k=1...1

from the example of figure 4 experienced by the receiver when
applying the concept of adaptive buffering. Itis obvious that the
delay of each packet that sets a new local maximum temporarily
interrupts the continuous packet stream and the buffering adapts
to the new maximum delay. For this purpose there is no need
for complex mechanisms in the last-hop router, because this
adaptation occurs almost automatically when the packet buffer
runs empty and the arrival of the next packet is awaited. As
soon as it arrives a new reference point for the shaping of the
outgoing data stream will be set. The adaptation to the local
maximums forms a transitive envelope of all occured delayse
what is pointed out by the arrows in figure 7.

first-hop router.

There are no resources necessary for the buffering, respec-
tively traffic conditioning. In the approaches presented be-
fore, amemory space @f; = (D,,q0 — Dmin) - R for the
original VW approach, respectivelMs = (D4 — D1) -

R for the adaptive buffering approach is needed for the
buffering of the packets of each single VW flow with rate
R. According to the number of processed VW flows, their
bandwidths and the desired jitter to be compensated, the
totally needed buffer memory can increase very quickly.
This approach adds no additional delay to the VW data
packets.

The big advantage of this approach is the achievement ofThe option of no buffering at all complies exactly to the
the least necessary delay for the generation of a smooth outguidelines of the Internet’s ,,end-to-end” design principle [7],

stream. That mearst no timean unnecessary additional delaysince the network is relieved from a complex mechanism — in

will be added to the VW packets. Though, there are short mitvis case the compensation of delay variations — that is moved
mentarily discontinuities in the smootheness of the data flde the corresponding end-systems. The task of jitter compensa-
when it adapts to a new local maximum. However the whot@n can also be performed by the end-systems (respectively the



deployed application) instead of the last-hop router. Reasons delay in last-hop router shaped
for this approach are the following: Variation of absolute unnecessary data
L . VW-PDB delay delay flow
« The application is actually the real end-point of the cons - . .
S . Virtual Wire virtual packet-time
munication path. As soon as data packets arrive there, they . [6] Pp= L — [0, Pg] v
do not experience any further delays. This is important, Dra _'})mm T
since even on the last link from the last Diffserv node t0adaptive v
the receiver there must be additional delays respectivelghaping kglg?fi{Dk} - D 0 (with resync)
delay variations taken into account, e.g. caused by packio shaping 0 — —
ets of other network service classes that are in the state of
transmission just when a VW packet shall be sent. TABLE |
e IN general, the end-system can provide the necessary reCHARACTERISTICS OF THE PROPOSED ALTERNATIVE CONDITIONING
sources for the packet buffering. If not, for example in MECHANISMS COMPARED TO THEVIRTUAL WIRE PDB

devices with little memory capacity (e.g. mobile phones,
PDAs and others) it is always possible to choose one of the

f?l:]irgi?“{g ;i)s?;cr)\ice:rlﬁ;pliﬁz\?vgtebzsbtezigz)%t its requirerme ib'gh jitter on its own. An application that is not able to han-
* gie Instance . q are any delay variations itself must choose the original Virtual
is the application itself. Therefore it can react best al

most flexible to possible delay variations. In contrast t%we PDB. Whereas if it is possible to tolerate small skips in

a router, the application can observe the arrival rate anaE equability — that by the way happens only during an initial

adequately decrease or increase the amount of the co‘rjlmfilm1tion phase — adaptive buffering wogld be the preferred
pensation buffer space to be able to process the data® groach. It has the advantage of an obviously smaller delay.

. S Ad applications that are able to compensate jitter on their own
contemporary as possible. If the delay factor's critical AN use the no-buffering alternative, that could probably be of-
a minor packet loss is tolerable, it might also be an inte]{éred for a smaller charge due to its,simplicity.

esting option to exclude the slowest packets from further . . ,
; Regarding a simultaneous deployment of the three traffic
processing to reduce the latency even more. 2 T . )
. o : onditioning alternatives it must be paid attention to the fact that
« Virtually all applications available today that must depen : o : : .
. . e strict restrictions applying to the usage of the Virtual Wire
on the unreliable Best-Effort service up-to-now are alrea . . :
emploving some buffering mechanism. For example aooh DB (see section |) are also valid for the alternative approaches.
ploying 9 ' P'€ abPierwise it would not be possible to assure the deterministic

cations with playback buffers as video-streaming or voices - e of the delay variations. If the Virtual Wire PDB in
over-IP applications fall into this category [2]. Becaus%

o its original form [6] isnot used, it gets possible to circumvent
of the missing guarantees of the best-effort network sef- L ) . o
X S ese severe restrictions, since the traffic conditioning mecha-
vice, these applications could only be deployed up to a : . -
. : nisms in the last-hop router can adapt to higher jitter values. In
certain degree (a rule of thump might be a data rate

. . this case it must be noted that it will only be possible to meet a
100kbps). Otherwise the delay caused by the banferIr]sqcatistical guarantee for a given delay vzriatign.

increases too much to be applicable for the used applica-
tion. With the help of the guaranteed bandwidth and the
small delay of the presented modifications of the Virtual REFERENCES
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